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As early as 1738 Daniel Bernoulli advanced the idea that gases are formed
of elastic molecules rushing hither and thither at large speeds, colliding and
rebounding according to the laws of elementary mechanics. Of course, this
was not a completely new idea, because several Greek philosophers asserted
that the molecules of all bodies are in motion even when the body itself
appears to be at rest. The new idea was that the mechanical effect of the
impact of these moving molecules when they strike against a solid is what
is commonly called the pressure of the gas. In fact if we were guided solely
by the atomic hypothesis, we might suppose that the pressure would be
produced by the repulsions of the molecules. Although Bernoulli’s scheme
was able to account for the elementary properties of gases (compressibility,
tendency to expand, rise of temperature in a compression and fall in an
expansion, trend toward uniformity), no definite opinion could be passed
on it until it was investigated quantitatively. The actual development of the
kinetic theory of gases was, accordingly, accomplished much later, in the
nineteenth century.

Within the scope of this book, the molecules of a gas will be assumed
to be perfectly elastic spheres that move according to the laws of classical
mechanics. Thus, e. g., if no external forces, such as gravity, are assumed
to act on the molecules, each of them will move in a straight line unless it
happens to strike another sphere or a solid wall. Systems of this kind are
usually called billiards, for obvious reasons.

(00 “The Mathematical Theory of Dilute Gases” by C. Cercignani, R. Illner, M. Pulvirenti, 1994)

e Daniel Bernoulli (1700-1782): OOO0O0OO0OO0OO0O0OOO
e molecule: 00O

e hither and thither: 00O OO0OO

e clastic: OO OO

e sphere: 00 00 00

e billiards: OO O OO

(1) BernoulliD 1738000 0000000000000 00O0ODOQOOOODOOOO0O
gboooboogobbboooooboboooobobooooboon

(2) 0000000000 0O0OOODOOOOOOOOD0OO



0ooooooooooooboooogoooooooooooogoaon

0 2
gbbbuoooobbbuooobbboooob

Thomas Bayes, one of the leading mathematical lights in computing today, differs
from most of his colleagues: He has argued that the existence of God can be derived from
equations. His most important paper was published by someone else. And he’s been dead
for 241 years.

Yet the 18th-century clergyman’s theories on probability have become a major part
of the mathematical foundations of application development.

Search giant Google and Autonomy, a company that sells information retrieval tools,
both employ Bayesian principles to provide likely (but technically never exact) results
to data searches. Researchers are also using Bayesian models to determine correlations
between specific symptoms and diseases, create personal robots, and develop artificially
intelligent devices that “think” by doing what data and experience tell them to do.

One of the more vocal Bayesian advocates is Microsoft. The company is employing
ideas based on probability—or “probabilistic” principles—in its Notification Platform.
The technology ;) will be embedded in future Microsoft software and is intended to let

computers and cell phones automatically filter messages, schedule meetings without their
owners’ help and derive strategies for getting in touch with other people.

If successful, the technology will give rise to “context servers”)—electronic butlers
that will interpret people’s daily habits and organize their lives under constantly shifting
circumstances.

“Bayesian research is used to make the best gambles on where I should flow with
computation and bandwidth,” said Eric Horvitzs), senior researcher and group manager
of the Adaptive Systems & Interaction Group at Microsoft Research. “I personally believe
that probability is at the foundation of any intelligence in an uncertain world where you
can’t know everything.”

(OO “18th-century theory is new force in computing” by Michael Kanellos, CNET News.com
February 18, 2003, 4:00 AM PT, http://www.news.com/2009-1001-984695.html)
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Prior to Windows NT 4, the window manager and graphics services were part of the user-
mode Windows subsystem process. In Windows NT 4 the bulk of the windowing and graph-
ics code was moved from running in the context of the Windows subsystem process to a set
of callable services running in kernel mode (in the file Win32k.sys). The primary reason for

this shift was to improve overall system performance. Having a separate server process that
contains the Windows graphics subsystem required multiple thread and process context
switches, which consumed considerable CPU cycles and memory resources even though the
original design was highly optimized.

(HEg)
Is Windows Less Stable with USER and GDI in Kernel Mode?

Some people wondered whether moving this much code into kernel mode would sub-
stantially affect system stability. The reason the impact on system stability has been min-
imal is that prior to Windows NT 4 (and this is still true today), a bug (such as an access
violation) in the user-mode Windows subsystem process (Csrss.exe) results in a system
crash because the Windows subsystem process was (and still is) a vital process to the
running of the system. Because it was the process that contained the data structures that
described the windows on the display, the death of that process would kill the user
interface. However, even a Windows system operating as a server, with no interactive
processes, can’t run without this process, because server processes might be using win-
dow messaging to drive the internal state of the application. With Windows, an access
violation in the same code now running in kernel mode simply crashes the system more
quickly, because exceptions in kernel mode result in a system crash.

There is, however, one additional theoretical danger that didn’t exist prior to moving the
windowing and graphics system into kernel Thode. Because this body of code is now run-
ning in kernel mode, a bug (such as the use of a bad pointer) could result in corrupting ker-
nel-mode protected data structures. Prior to Windows NT 4, such references would have
caused an access violation because kernel-mode pages aren’t writable from user mode. But
a system crash would have then resulted, as described earlier. With the code now running
in kernel mode, a bad pointer reference that caused a write operation to some kernel-mode
page might not immediately cause a system crash, but if it corrupted some data structure,
a crash would likely result soon after. There is a small chance, however, that such a reference
could corrupt a memory buffer (rather than a data structure), possibly resulting in return-
ing corrupt data to a user program or writing bad data to the disk.

(00 M. E. Russinovich and D. A. Solomon, Microsoft Windows Internals, 4th Ed., pp.56-58, 2005)
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